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Papakryiakopoulos was a daily figure in the Princeton 
Common Room

He would often have the newspaper up and I recall 
it was a Greek newspaper.



Not Papa back there, but 
this gives a feel of the 

room.



Ralph Fox 
was another

presence in the
common room.



Here is a shot of 
Fox and Hale Trotter

in conversation.



I entered Princeton as a graduate student in 1966.

Eventually, my advisor
 was William Browder.

My interests were in the interaction of low dimensional 
and high dimensional topology, and I learned as much knot 
theory as I could from Fox and worked in his small seminar 

where we reported on classic papers.



Deborah Goldsmith was a student of Fox and we worked 
together in that seminar.

(A recent picture of 
Deborah Goldsmith)

Fox was very good at talking with 
students.

We were shy about approaching 
Papakriakopoulos.        



But at some point, I think it was in 1969, Papa invited
Deborah and myself to dinner.

We joined him in a Princeton restaurant and he talked
about coming to the USA and working in Princeton.

He encourged us to work hard at our problems.
And he said 

‘I know you have to publish many papers.
It is important for you to do that. It is not so necessary 

for me any more.’

Looking back on his statement it has many 
meanings. Young people need to publish, but also he 
had accomplished his main thoerems and had the 

freedom to work fully on the Poincare Conjecture.



Meeting Papa made a lasting impression of 
his honesty and dedication in  working on 

hard mathematical problems.

Old and new points of view recombined in 
low-dimensional topology in the years after that.

The rest of this talk is intended to give an impression
about this change.

One thing that does not change is the ever-present 
possibility that new techniques will solve the problems 

that seemed so challenging in an older framework.



Changing Viewpoints
Three Dimensional Topology and Natural Science



Knotted DNA - Electron Micrograph, Protein 
Coated DNA Molecule
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Figure 28 - Processive Recombination with S = [⇥1/3].

Lets see what the form of the processive recombination is for an arbitrary
sequence of recombinations. We start with

O = [a1, a2, · · · , ar�1, ar]

I = [b1, b2, · · · , bs�1, bs].

Then

K[n] = N(O + (I + [n])) = N([a1, a2, · · · , ar�1, ar] + [n + b1, b2, · · · , bs�1, bs])

DNA Knotting and Recombination
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Figure 1 - DNA Replication

In logic there is a level beyond the simple copying of symbols that contains a
non-trivial description of self-replication. The (von Neumann) schema is as follows:
There is a universal building machine B that can accept a text or description
x (the program) and build what the text describes. We let lowercase x denote
the description and uppercase X denote that which is described. Thus B with
x will build X. The building machine also produces an extra copy of the text
x. This is appended to the production X as X, x. Thus B, when supplied with
a description x, produces that which x describes, with a copy of its description
attached. Schematically we have the process shown below.

  � �  
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B, x ⇤⇥ B, x; X,x

Self-replication is an immediate consequence of this concept of a universal building
machine. Let b denote the text or program for the universal building machine.
Apply B to its own description.

B, b ⇤⇥ B, b;B, b

The universal building machine reproduces itself. Each copy is a universal building
machine with its own description appended. Each copy will proceed to reproduce
itself in an unending tree of duplications. In practice this duplication will continue
until all available resources are used up, or until someone removes the programs or
energy sources from the proliferating machines.

It is not necessary to go all the way to a universal building machine to establish
replication in a formal system or a cellular automaton (See the epilogue to this paper
for examples.). On the other hand, all these logical devices for replication are based
on the hardware/software or Object/Symbol distinction. It is worth looking at the
abstract form of DNA replication.

DNA consists in two strands of base-pairs wound helically around a phosphate
backbone. It is customary to call one of these strands the “Watson” strand and
the other the “Crick” strand. Abstractly we can write

DNA =< W |C >

to symbolize the binding of the two strands into the single DNA duplex. Replication
occurs via the separation of the two strands via polymerase enzyme. This separation
occurs locally and propagates. Local sectors of separation can amalgamate into
larger pieces of separation as well. Once the strands are separated, the environment
of the cell can provide each with complementary bases to form the base pairs of
new duplex DNA’s. Each strand, separated in vivo, finds its complement being
built naturally in the environment. This picture ignores the well-known topological
di culties present to the actual separation of the daughter strands.

The base pairs are AT (Adenine and Thymine) and GC (Guanine and Cyto-
sine). Thus if

< W | =< ...TTAGAATAGGTACGCG...|
then

|C >= |...AATCTTATCCATGCGC... > .

Symbolically we can oversimplify the whole process as

< W | + E ⇤⇥< W |C >= DNA

E + |C >⇤⇥< W |C >= DNA

< W |C >⇤⇥< W | + E + |C >=< W |C >< W |C >

Either half of the DNA can, with the help of the environment, become a full DNA.
We can let E ⇤⇥ |C >< W | be a symbol for the process by which the environment
supplies the complementary base pairs AG, TC to the Watson and Crick strands.

  � �  
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DNA = <Watson|Crick>

E = Environment

Self Replication Schematic

DNA is a Self-Replicating Form



Simplest Replication

cut



Topological Replication
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See Figure 8.1 for an illustration. 
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Figure 8.1 

The Pot t s  Model. 

In this model we are concerned with calculating a partition function associated 

with a planar graph G. In general for a graph G with vertices i , j ,  . . . and edges 

( i , j )  a partition function has the form ZG = Ce-E(S)/kT where S runs over 

states of G, E(S) is the energy of the state S, k is Boltzmann's constant and T 

is the temperature. 

S 

This presumes that there is a physical system associated to the graph and a 

collection of combinatorially described states S, each having a well-defined energy. 

The partition function, if sufficiently well-known, contains much information about 

the physical system. For example, the probability for the system to be in the state 

S is given by the formula p ( S )  = e - E ( S ) / k T / Z .  

This exponential model for the probability distribution of energy states is 

based on a homogeneity assumption about the energy: If 2 E )  denotes the proba- 

bility of occurrence of a stat,e of energy E then 2 E +  K ) / g E '  + K )  = F(E)/%E')  

Temperley Lieb Algebra

U     = dUk
2

k

U   U       U   = Uk k+1 k k

272 

and we know that 

Thus 

If A = eir/" then 

ToT2 - T; = (A1' + A 2 ) / 2  + 1 

( -A4 + A 2 ) / 2  + 1 = 

= (1/2) + 1 

# 0. 

= 3 / 2  

Hence we can solve for XO, X I .  While it may not be obvious that these A's provide 

a solution to the infinite system 6 j  = XoTj + XITj+l j = 0,1,2, .  . . , this is in 

fact the case! The singularity of the pairing ( , ) at eni/'" is crucial, as we shall 

S e e .  

Remark. The Temperley-Lieb algebra V, has the Catalan number 

d(m) = (A)( 2 )  dimension as a vector space over C ;  and for generic 6, d(m) is 

the dimension of V, over C .  These generators can be described diagramatically 

as the result of connecting two parallel rows of m points so that all connecting 

arcs go between the rows, points on the same row can be connected to each other 

and  no connecting arcs intersect one another. Thus for m = 3, we have 

I I J  1 n " 1  el K e2 x cr s P 

the familiar basis for Vs. For convenience, I shall refer to the non-identity gener- 

ators of V, : {e l ,  ez, . . . , em-l, e m , .  . . , eq,)} where e m , .  . . , eq,) is a choice of 

labels for the remaining elements beyond the standard multiplicative generators 

e l , .  . . , e,-1. This notation will be used in the arguments to follow. 

And U   U   = U   U   when |i - j| > 2.iji j

U1 2U U1 2U U 12UId



The DNA nebula
is an 80 light year
long formation
lying near the 

enormous black hole
at the center of our
Milky Way galaxy.



Is the Geometric Universe 
a Poincare Dodecahedral Space?



The Poincare Dodecahedral space is
obtained by identifying opposite
sides of a dodedahedron with

a twist.
The resulting space, if you were inside it,
would be something like the next slide.

Whenever you crossed a pentagonal face,
you would find yourself back in 

the Dodecahedron. 





What Does This Have 
to do with Knot Theory?

The dodecahedral Space M has 
Axes of Symmetry:

five-fold, three-fold and two-fold.

The dodecahedral space M is the
5-fold cyclic branched covering

of the three-sphere, branched along the
trefoil knot.

M = Variety(x^2 + y^3 + z^5) 
Intersected with S^5 in C^3.



So perhaps the trefoil knot is the 
key to the universe.



Knotted Vortices

Creation and Dynamics of Knotted Vortices

Dustin Kleckner1 & William T. M. Irvine1

1James Franck Institute, Department of Physics, The University of Chicago, Chicago, Illinois

60637, USA

While tying a shoelace into a knot is a relatively simple affair, tying a field, for example a

magnetic field, into a knot is a different story: the entire space-filling field must be twisted

everywhere to match the knot being tied at the core. Knots and links have been conjec-

tured to play a fundamental role in many physical systems, including quantum and classical

fluids1–5, electromagnetism6–8, plasmas9–11, liquid crystals12, 13 and others 14–16. Creating topo-

logically linked fields in the laboratory, however, poses significant experimental challenges.

In particular, vortex loops, such as smoke rings, but tied into knots, are the elemental ex-

citation in topological fluid mechanics2–4, 17–20; despite being proposed over a century ago,

they have never successfully been generated in experiment. Here we report the creation of

isolated trefoil vortex knots and pairs of linked vortex rings in water, produced by a new

method of patterning arbitrary vorticity in three dimensions. Using high speed tomography,

we observe that both structures spontaneously untie/unlink themselves, resulting in pairs of

unlinked rings. This change in topology is preceded by a stretching of the vortex loop(s) and

a corresponding distortion constrained by energetics. This work establishes the existence of

knotted vortices in real fluids, paving the way for the study of knotted excitations in turbulent

flows, and offering the first glimpse into universal aspects of topological flows.

1



FIG. 1. The creation of vortices with designed shape and topology. a, The conventional method for generating a vortex ring,
in which a burst of fluid is forced through an orifice. b, A vortex ring in air visualized with smoke. c, A vortex ring in water
traced by a line of ultra-fine gas bubbles, which show finer core details than smoke or dye. d-e, A vortex ring can alternatively
be generated as the starting vortex of a suddenly accelerated, specially designed wing. For a wing with the trailing edge
angled inward, the starting vortex moves in the opposite of the direction of wing motion f, The starting vortex is a result of
conservation of circulation – the bound circulation around a wing is balanced by the counter-rotating starting vortex. g, A
rendering of a wing tied into a knot, used to generate a knotted vortex, shown in h.









Lord Kelvin’s Vortex Atoms



From the same period as Kelvin, the “vortex 
atom” of the visionaries Besant and Leadbeater.



The Dirac String Trick



Quaternion Demonstrator

ij = k
jk= i
ki= j

 

ii = jj = kk = ijk = -1

ji = -k
kj = -i
ik = -j

ji = -k





  

Figure 1 - A knot diagram.

I

II

III

Figure 2 - The Reidemeister Moves.

That is, two knots are regarded as equivalent if one embedding can be ob-
tained from the other through a continuous family of embeddings of circles

4

Graphs, Diagrams and Reidemeister Moves



Graphical Reidemeister Moves and the 
Electrical Analogy
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III

I

II

III

a a

aa
a aa= a

ab
ab

b a

(ab)b a (ab)b = a

a

b c

I

II

III

c bc

ab
(ab)c a

b c

c bcac

(ac)(bc)

(ab)c = (ac)(bc)
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Example. From Figure 9 we see that the bracket polynomial for the trefoil dia- 

gram is given by the formula: 

( K )  = A3d2-' + AZBd'-' + ~ d l - '  + ABZd2-' + A2Bd1-' + AB2d2-' 

AB2dZ-I + ~ 3 d 3 - 1  

( K )  = A3d' + 3A'Bd" + 3AB'd' + B3d2. 

This bracket polynomial is not a topological invariant as it stands. We investigate 

how it behaves under the Reidemeister moves - and determine conditions on A, B 

and d for it to become an invariant. 

Proposition 3.2. 

( A') = A (  z) + B (  3 c) 
Remark. The meaning of this statement rests in regarding each small diagram 

as part of a larger diagram, so that the three larger diagrams are identical except 

at the three local sites indicated by the small diagrams. Thus a special case of 

Proposition 3.2 is 

The labels A and B label A and B - splits, respectively. 

Proof. Since a given crossing can be split in two ways, it follows that the states 

of a diagram K are in one-to-one correspondence with the union of the states of 

K' and K" where K' and K" are obtained from K by performing A and B splits 

at a given crossing in K .  It then follows at once from the definition of ( K )  that 

( K )  = A ( K ' )  + B ( K " ) .  This completes the proof of the proposition. / I  

Remark. The above proof actually applies to a more general bracket of the form 

( K )  = C(Klu)(4 
a 

where (u) is any well-defined state evaluation. Here we have used (u) = dllall as 

above. We shall see momentarily that this form of state-evaluation is demanded 

by the topology of the plane. 

Remark. Proposition 3.2 can be used to compute the bracket. For example, 
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Figure 2. Reidemeister Moves

invariant of knots and links. Certainly, if F (K) is not equal to F (L) then it follows (by Reidemeister’s theorem)
that Kand L are not related by a sequence of the Reidemeister moves, and hence that K and L are not ambient
isotopic.

We now give an example of the construction of such a function. We shall first define a function [K] on knot
and link diagrams such that [K] is well-defined on diagrams and it is a polynomial in the commuting variables
A,B and d. Then we shall see how to specialize A,B and d so that [K] is invariant under the Reidemeister moves.
See,22 .23

To define [K] we need the concept of a state of the link diagram K. A state S is obtained by smoothing each
crossing of the diagram K. In smoothing, a crossing is replaced by two parallel arcs and the new diagram loses
this vertex, but gains a label of either A or B depending on the sense of the smoothing relative to the crossing.
Each crossing has possible two smoothings, as shown in Figure 3. The conventions for smoothing are labelling
are illustrated in this figure. Since there are two choices for smoothing each crossing, there will be 2n states for
a diagram with n crossings. Each state is a labelled configuration of disjoint loops in the plane. Let ||S|| denote
the number of loops in the state and [K|S] denote the product of the labels. Note that [K|S] is a product of A’s
and B’s, commuting variables. Now define [K] to be the sum over all the states of the products [K|S]d||S|| :

[K] =
�

S

[K|S]d||S||.

This defines the three-variable bracket polynomial.

The Bracket Polynomial 
(giving a state summation model for the Jones polynomial)
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Figure 9 



fK(A) = (-A^3)^(-w(K))<K>(A)

w(K) = the sum of the crossing signs of K

Then fK(A) is invariant under all three
Reidemeister moves.

Getting Invariance under all Reidemeister Moves
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example 

= L- // 

Finally, we have the particularly important behavior of ( K )  and L K  under 

mirror images: 

[Note: Unless otherwise specified, we assume that B = A-' and d = -A2 - A-2 

in the bracket .] 

Proposition 3.8. Let K' denote the mirror image of the (oriented) link K that 

is obtained by switching all the crossings of K .  Then ( K * ) ( A )  = ( K ) ( A - ' )  and 

C p ( A )  = LK(A- ' ) .  

Proof. Reversing all crossings exchanges the roles of A and A-' in the definition 

of ( K )  and LK. QED// 

Remark. In section 5' (Theorem 5.2) we show that L K  is the original Jones 

polynomial after a change of variable. 

Examples. It follows from 3.8 that if we calculate LK and find that L K ( A )  # 

L K ( A - ' ) ,  then K is not ambient isotopic to K'. Thus LK has the potential to 

detect chirality. In fact, this is the case with the trefoil knot as we shall see. 

(GQ) =A(OO ) 
= A(-A3)  + A-*( -A-3 )  

L 

( L )  = -A4 - A-4.  
35 

(ii) 

= A(-A4 - A-4) + A-'(-A-3)2 

( T )  = -A5 - A-3 + A-7 

w(T) = 3 (independent of the choice of orientation 

since T is a knot) 

... LT = ( - A 3 ) - 3 ( T )  

- - -A-9(-A5 - A-3 + A-') 

LT = A-4 + A-12 - A-16 .. 

.*. 1 s ~ -  = A4 + A12 - A16. 

Since CT. # CT, we conclude that the trefoil is not ambient isotopic to its mirror 

image. Incidentally, we have also shown that the trefoil is knotted and that the 

link L is linked. 

(iii) (The Figure Eight Knot) 



Bn TL n

Z[A,1/A]

rep

TR (loop count)<   >

<Closure(b)> = TR(rep(b))

Expressing the Bracket as a Trace of a 
representation of the Artin Braid Group to the 

Temperley Lieb Algebra.



Since the 1980’s it has been conjectured
that f(K)(A) = 1 if and only if K is the unknot.

We conjecture that that the Jones polynomial detects 
the unknot.

In the late 1990’s Mikhail Khovanov found an
astonishing generalization of the bracket polynomial model 

of the Jones polynomial, replacing the polynomial by a 
homology theory whose graded Euler characteristic 

returned the polynomial.



In 2010 Kronheimer and Morwka proved 
that Khovanov Homology detects the 

unknot. 

Their proof uses techniques from gauge 
theory  and is related to mathematical 

physics.

We still do not know if 
the Jones polynomial 
detects the unknot.



Partition Functions in Statistical Mechanics



The dichromatic polynomial rewrites in bracket 
formalism, expressing the Potts model in terms of 

knot diagrams.

Knots and the Potts Model
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See Figure 8.1 for an illustration. 
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This presumes that there is a physical system associated to the graph and a 

collection of combinatorially described states S, each having a well-defined energy. 

The partition function, if sufficiently well-known, contains much information about 

the physical system. For example, the probability for the system to be in the state 

S is given by the formula p ( S )  = e - E ( S ) / k T / Z .  

This exponential model for the probability distribution of energy states is 

based on a homogeneity assumption about the energy: If 2 E )  denotes the proba- 

bility of occurrence of a stat,e of energy E then 2 E +  K ) / g E '  + K )  = F(E)/%E')  

The Potts Model

371 

Figure 8.3 

Since W satisfies 

(Note the extra component is not shaded!) We can write the 

W-Axioms (The Potts Bracket). 

1. Let K be any knot or link diagram. Then W ( K )  E Z [ q 1 / 2 , q - ' / 2 , v ]  is a 

well-defined function of q and v .  
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for a pair of energy levels E and E‘. Furthermore, states with the same energy 

level are equally probable. 

The Boltzmann distribution follows from these assumptions. The second part 

of the assumption is an assumption that the system is in equilibrium. The homo- 

geneity really has to do with the observer’s inability to fix a “base-point” for the 

energy. 

In the Potts model, the states involve choices of q values (1 ,2 ,3 , .  . . , q say) 

for each vertex of the graph G. Thus if G has N vertices, then there are q N  states. 

The q values could be spins of particles at sites in a lattice, types of metals in an 

alloy, and so on. The choice of spins (we’ll call 1,. . . , q the spins) at the vertices 

is free, and the energy of a state S with spin S, at vertex i is taken to be given by 

E ( S )  = X b ( S i , S j ) .  

( i f )  

Here we sum over all edges in the graph. And 6(z,y) is the Kronecker delta: 

Thus, the partition function for the Potts model is given by 

S 

where u = e K  - 1 

This last form of the partition function is particularly convenient because it 

implies the structure: 

Z( # > = Z (  + f- )+VZ( +4 1 

Z(. u H) = q Z ( H ) .  
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level are equally probable. 
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Here j .  4 denotes the graph G( ) after deletion of one edge, 

while -)ct means the graph obtained by collapsing this edge. 

Hence, Z(G) is a dichromatic polynomial of G in  variables v, q. 

Remark. In some versions of the Potts model the value of v is taken to  vary 

according to certain edge types. Here we have chosen the simplest version. 

Remark. One reason to calculate Z(G)  is to determine critical behavior corre- 

sponding to phenomena such as phase transitions (liquids to gas, ice to liquid, 

. . . ). Here one needs the behavior for large graphs. The only thoroughly analyzed 

cases are for low q (e.g. q = 2 in Potts is the Ising model) and planar graphs. 

Remark. For v = -1, Z(G) is the chromatic polynomial (variable q) .  Physically, 

v = -1 means -1 = - 1 3 ,-'IkT = 0. Hence T = 0. 

Dichromatic Polynomials for Planar  Graphs. 

Just as we did for the chromatic polynomial, we can replace a planar graph 

with its associated universe (the medial graph) and then the dichromatic polyno- 

mial can be computed recursively on the shaded universe via the equations: 

(ii) Z (@ ux) = qZ (x ). Here stands for any connected shaded 

region, and .u denotes disjoint union. 

Defining, as before, a chromatic state S to be any splitting of the universe U 

so that every vertex has been split, then with the  shading of U we have the 

numbers 

llSll = number of shaded regions of S, 

and 

i ( S )  = number of interior vertices of S. 

Then, as a state summation, 

Translating to the Shaded Medial Graph:

Dichromatic Graph Polynomial
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Note that in the dichromatic polynomial, S contributes the term qllsllui(s) = 

q2v3 here. Since the number of v-factors corresponds to the positive energy con- 

tributions in the Potts model, we see that these contributions correspond to the 

clumps of vertices in I'(S) that are connected by edges. These vertices all mutually 

agree on choice of spin state. 

Now the upshot of Proposition 8.1 is that we can replace llSll by IS1 in our 

formulas! Let's do so! 

S 

Let 

W ( V )  = c(q'/2)lsl(q-'/2v)'(s). 

Z ( U )  = q W v ( U ) .  

S 

Thus 

We are now ready to complete the reformulation of the dichromatic polyno- 

mial. The shading of the universe will be translated into crossings of a link 

diagram as indicated below (Figure 8.2): 

Crossing Transcriptions of Local Shading 

Figure 8.2 371 

Figure 8.3 

Since W satisfies 

(Note the extra component is not shaded!) We can write the 

W-Axioms (The Potts Bracket). 

1. Let K be any knot or link diagram. Then W ( K )  E Z [ q 1 / 2 , q - ' / 2 , v ]  is a 

well-defined function of q and v .  
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Figure 8.3 

Since W satisfies 

(Note the extra component is not shaded!) We can write the 

W-Axioms (The Potts Bracket). 

1. Let K be any knot or link diagram. Then W ( K )  E Z [ q 1 / 2 , q - ' / 2 , v ]  is a 

well-defined function of q and v .  
372 

3. W ( 0 " K )  =q'IZW(K) 

4. w( Q ) = $ 1 2 .  

and the 2-Definition: Z ( K )  = qNI2W(K) where N is the number of shaded 

regions in K .  (Compare with [LKlO].) 

According to our discussion, the dichromatic polynomial (hence the Potts 

partition function) for a lattice L: can be computed by forming a link diagram 

K ( C )  obtained by first forming the medial graph of C, regarding it as a shaded 

universe U, and configuring the knot diagram K(&)  according to the rule of Figure 

8.2. In Figure 8.3 we have indicated these constructions for a 5 x 5 lattice L. 

Here is a worked example for the 2 x 2 lattice: 

c U K = K ( C )  
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regions in K .  (Compare with [LKlO].) 

According to our discussion, the dichromatic polynomial (hence the Potts 

partition function) for a lattice L: can be computed by forming a link diagram 

K ( C )  obtained by first forming the medial graph of C, regarding it as a shaded 

universe U, and configuring the knot diagram K(&)  according to the rule of Figure 

8.2. In Figure 8.3 we have indicated these constructions for a 5 x 5 lattice L. 

Here is a worked example for the 2 x 2 lattice: 

c U K = K ( C )  

This translates the Potts model into 
a version of the bracket calculation on 
the associated alternating link diagram 

to a planar graph.

The relationship of the Potts Model 
with the Temperley Lieb algebra
becomes transparent with this

point of view.
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partition function) for a lattice L: can be computed by forming a link diagram 

K ( C )  obtained by first forming the medial graph of C, regarding it as a shaded 

universe U, and configuring the knot diagram K(&)  according to the rule of Figure 

8.2. In Figure 8.3 we have indicated these constructions for a 5 x 5 lattice L. 

Here is a worked example for the 2 x 2 lattice: 

c U K = K ( C )  

Exercise: Calculate the Potts model 
using the graph and using the link.
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Geometrically: 

and the extra component gives rise to the y in the algebra. 

To summarize, we have shown that for any braid diagram ,B E the W -  

polynomial is given algebraically via 

W(P(P) )R  = RX(P)R. 

This yields an operator-algebraic formulation of the Potts model that is formally 

isomorphic to that given by Temperley and Lieb (see (BAl]) .  Our method con- 

structs the operator algebra purely geometrically. In fact, this formulation makes 

some of the statistical mechanical features of the model quite clear. For example, 

in the anti-ferromagnetic case of a large rectangular lattice one expects the critical 

point to occur when there is a symmetry between the partition function on the 

lattice and the dual lattice. In the bracket reformulation of the Potts model this 

corresponds to having W ( x )  = W (  r,) and this occurs when q-('/')v = 1, 

Hence the critical temperature occurs (conjecturally) at 

e ( l / k T )  - 1 = & 380 

or 
1 

T =  Icln(l-tJii). 

Obviously, more work needs to be done in this particular interconnection of knots, 

combinatorics and physics. 

Exercise. Show that the &chromatic polynomial of any planar graph G can be 

expressed via the Temperley-Lieb algebra by showing that ZG = q N / ’ { 2 ( G ) }  

where {L} = WL is the Potts bracket, N is the number of vertices of G and k (G)  

is a link in plat form. (HINT: Obtain k(G)  from the alternating medial link K(G)  

by arranging maxima and minima.) Consequences of this exercise will appear in 

joint work of Hubert Saleur and the author. Compare with [SAL2]. 

Critical Temperature



MANY QUESTIONS
About the relationship of 

Knot Theory and the Potts Model 
and 

Statistical Mechanics
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The Khovanov Complex

A Category of States 



Khovanov Homology

A
A
-1

d

A
A
-1

A
-1

A

Δ

m

Figure 20 – Saddle Points and Differentials

Specifically, one associates an algebra A to each loop in a bracket poly-
nomial state S for the knot or link K. Then one takes the tensor product
A⊗||S|| where ||S|| is the number of loops in the state S. The n-th level of

32



We will construct the differential in this complex first for mod-2 coefficients. The differential is based
on regarding two states as adjacent if one differs from the other by a single smoothing at some site. Thus

if (s, τ) denotes a pair consisting in an enhanced state s and site τ of that state with τ of type A, then
we consider all enhanced states s′ obtained from s by smoothing at τ and relabeling only those loops that
are affected by the resmoothing. Call this set of enhanced states S′[s, τ ]. Then we shall define the partial
differential ∂τ (s) as a sum over certain elements in S′[s, τ ], and the differential by the formula

∂(s) =
∑

τ

∂τ (s)

with the sum over all type A sites τ in s. It then remains to see what are the possibilities for ∂τ (s) so that
j(s) is preserved.

Note that if s′ ∈ S′[s, τ ], then nB(s′) = nB(s) + 1. Thus

j(s′) = nB(s′) + λ(s′) = 1 + nB(s) + λ(s′).

From this we conclude that j(s) = j(s′) if and only if λ(s′) = λ(s) − 1. Recall that

λ(s) = [s : +] − [s : −]

where [s : +] is the number of loops in s labeled +1, [s : −] is the number of loops labeled −1 (same as
labeled with X) and j(s) = nB(s) + λ(s).

Proposition. The partial differentials ∂τ (s) are uniquely determined by the condition that j(s′) = j(s)
for all s′ involved in the action of the partial differential on the enhanced state s. This unique form of the
partial differential can be described by the following structures of multiplication and comultiplication on

the algebra A = k[X]/(X2) where k = Z/2Z for mod-2 coefficients, or k = Z for integral coefficients.

1. The element 1 is a multiplicative unit andX2 = 0.

2. ∆(1) = 1 ⊗ X + X ⊗ 1 and ∆(X) = X ⊗ X.

These rules describe the local relabeling process for loops in a state. Multiplication corresponds to the

case where two loops merge to a single loop, while comultiplication corresponds to the case where one

loop bifurcates into two loops.

(The proof is omitted.)

Partial differentials are defined on each enhanced state s and a site τ of typeA in that state. We consider
states obtained from the given state by smoothing the given site τ . The result of smoothing τ is to produce
a new state s′ with one more site of type B than s. Forming s′ from s we either amalgamate two loops to
a single loop at τ , or we divide a loop at τ into two distinct loops. In the case of amalgamation, the new
state s acquires the label on the amalgamated circle that is the product of the labels on the two circles that
are its ancestors in s. This case of the partial differential is described by the multiplication in the algebra.
If one circle becomes two circles, then we apply the coproduct. Thus if the circle is labeled X , then the
resultant two circles are each labeledX corresponding to∆(X) = X⊗X . If the orginal circle is labeled 1
then we take the partial boundary to be a sum of two enhanced states with labels 1 andX in one case, and

labels X and 1 in the other case, on the respective circles. This corresponds to ∆(1) = 1 ⊗ X + X ⊗ 1.

7

The boundary is a sum of partial differentials
corresponding to resmoothings on the states.

that the existence of a bigraded complex of this type allows us to further
write:

⟨K⟩ =
X

j

qj
X

i

(−1)idim(Cij) =
X

j

qjχ(C• j),

where χ(C• j) is the Euler characteristic of the subcomplex C• j for a fixed
value of j. Since j is preserved by the differential, these subcomplexes have
their own Euler characteristics and homology. We can write

⟨K⟩ =
X

j

qjχ(H(C• j)),

where H(C• j) denotes the homology of this complex. Thus our last for-
mula expresses the bracket polynomial as a graded Euler characteristic of a
homology theory associated with the enhanced states of the bracket state
summation. This is the categorification of the bracket polynomial. Kho-
vanov proves that this homology theory is an invariant of knots and links,
creating a new and stronger invariant than the original Jones polynomial.

We explain the differential in this complex for mod-2 coefficients and
leave it to the reader to see the references for the rest. The differential
is defined via the algebra A = k[X]/(x2) so that X2 = 0 with coproduct
∆ : A −→ A⊗A defined by ∆(X) = X ⊗ X and ∆(1) = 1 ⊗ X + X ⊗ 1.
Partial differentials (which are defined on an enhanced state with a chosen
site, whereas the differential is a sum of these mappings) are defined on
each enhanced state s and a site κ of type A in that state. We consider
states obtained from the given state by smoothing the given site κ. The
result of smoothing κ is to produce a new state s′ with one more site of
type B than s. Forming s′ from s we either amalgamate two loops to a
single loop at κ, or we divide a loop at κ into two distinct loops. In the case
of amalgamation, the new state s acquires the label on the amalgamated
circle that is the product of the labels on the two circles that are its
ancestors in s. That is, m(1⊗X) = X and m(X⊗X) = 0. Thus this case
of the partial differential is described by the multiplication in the algebra.
If one circle becomes two circles, then we apply the coproduct. Thus if
the circle is labelled X, then the resultant two circles are each labelled X
corresponding to ∆(X) = X ⊗ X. If the orginal circle is labelled 1 then
we take the partial boundary to be a sum of two enhanced states with
labels 1 and X in one case, and labels X and 1 in the other case on the
respective circles. This corresponds to ∆(1) = 1 ⊗ X + X ⊗ 1. Modulo
two, the differential of an enhanced state is the sum, over all sites of type
A in the state, of the partial differential at these sites. It is not hard
to verify directly that the square of the differential mapping is zero and
that it behaves as advertised, keeping j(s) constant. There is more to say
about the nature of this construction with respect to Frobenius algebras
and tangle cobordisms. See [Kh, BN, BN2]

Here we consider bigraded complexes Cij with height (homological
grading) i and quantum grading j. In the unnormalized Khovanov complex
[[K]] the index i is the number of B-smoothings of the bracket, and for
every enhanced state, the index j is equal to the number of components

8

X     = 02

+

1 x

x 1

1



and

∆(X) = X ⊗ X.

This algebra satisfies the requirements and produces an homology theory
that is invariant under the Reidemeister moves (when one takes into account
grading changes that the moves can produce).

Δ m

F G H

Figure 21 – The Frobenius Algebra Conditions

Khovanov homology grows naturally out of the bracket state sum,creating
a new technique for obtaining topological information from the states of the
link diagram.
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Cobordism Category



Khovanov constructs a homology theory
that generalizes the bracket polynomial,

and such that the Jones polynomial
is the graded Euler characteristic

of this homology theory.

Categorification



From the same period as Kelvin, the “vortex 
atom” of the visionaries Besant and Leadbeater.



The DNA nebula
is an 80 light year
long formation
lying near the 

enormous black hole
at the center of our
Milky Way galaxy.



Is the Geometric Universe 
a Poincare Dodecahedral Space?!



The Poincare Dodecahedral space is
obtained by identifying opposite
sides of a dodedahedron with

a twist.
The resulting space, if you were inside it,
would be something like the next slide.

Whenever you crossed a pentagonal face,
you would find yourself back in 

the Dodecahedron. 



What Does This Have 
to do with Knot Theory?

The Dodecahedral Space has 
Axes of Symmetry:

five-fold, three-fold and two-fold.
If you identify points that are symmetrically

placed with respect to the five-fold 
symmetry axis, the space folds up to become 

a three-dimensional sphere, and
the axis becomes a trefoil knot in that sphere!
We say that the Dodecahedral space is the

5-fold cyclic branched covering
of the Three-Sphere, branched along the

trefoil knot.



So perhaps the trefoil knot is the 
key to the universe.



Is the Universe Knotted?



Are elementary particles knotted quantized flux?





Jumping forward many years:

Protons are made of quarks.
Quarks are bound by gluon field.

Glueballs are closed loops of 
gluon field.

Can glueballs be knotted?!
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Are Glueballs Knotted Closed Strings?

Antti J. Niemi∗

Department of Theoretical Physics, Uppsala University,
Box 803, S-75 108 Uppsala, Sweden

May 29, 2006

Abstract

Glueballs have a natural interpretation as closed strings in Yang-Mills theory.
Their stability requires that the string carries a nontrivial twist, or then it is knot-
ted. Since a twist can be either left-handed or right-handed, this implies that
the glueball spectrum must be degenerate. This degeneracy becomes consistent
with experimental observations, when we identify the ηL(1410) component of the
η(1440) pseudoscalar as a 0−+ glueball, degenerate in mass with the widely ac-
cepted 0++ glueball f0(1500). In addition of qualitative similarities, we find that
these two states also share quantitative similarity in terms of equal production ra-
tios, which we view as further evidence that their structures must be very similar.
We explain how our string picture of glueballs can be obtained from Yang-Mills
theory, by employing a decomposed gauge field. We also consider various experi-
mental consequences of our proposal, including the interactions between glueballs
and quarks and the possibility to employ glueballs as probes for extra dimen-
sions: The coupling of strong interactions to higher dimensions seems to imply
that absolute color confinement becomes lost.

∗Antti.Niemi@teorfys.uu.se
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Universal energy spectrum of tight knots and links in physics∗

Roman V. Buniy† and Thomas W. Kephart‡

Department of Physics and Astronomy, Vanderbilt University, Nashville, TN 37235, USA

We argue that a systems of tightly knotted, linked, or braided flux tubes will have a universal
mass-energy spectrum, since the length of fixed radius flux tubes depend only on the topology of
the configuration. We motivate the discussion with plasma physics examples, then concentrate on
the model of glueballs as knotted QCD flux tubes. Other applications will also be discussed.

I. INTRODUCTION

It is known from plasma physics that linked magnetic
flux tubes are much more stable than an unknotted single
loop [1]. Linked flux tubes carry topological charge, and
this can be thought of as a conserved (at least to low-
est order) physical quantum number. Similarly, knotted
flux tubes carry topological quantum numbers, and one
can think of a knot as a self-linked loop. The topological
charges are described by knot polynomials that are re-
lated to projections of knots or links into a plane where
the crossings of the loops are assigned various attributes.
Following each line around its loop generates the polyno-
mials. Several types of polynomials have been studied in
the literature (see e.g. Refs. [2, 3]): Alexander, Conway,
Jones, Kauffman, etc., with increasing levels of precision
for distinguishing knots. For example, the simplest knot,
the trefoil, has a chiral partner (mirror image) that is
not detected by the simpler polynomials, but is by the
more sophisticated ones. Hence, a pair of knots with dif-
ferent polynomials are different, but the converse is not
necessarily true. It is still an unsolved problem to find a
set of polynomials that distinguishes all non-isomorphic
knots/links. Similar results hold for braids, and we will
also discuss these objects below.

II. REVIEW OF PREVIOUS PHYSICAL
RESULTS ON TIGHT KNOTS AND LINKS

If the loops have fixed uniform thickness and circu-
lar cross-section (we will eventually discuss how one can
relax this condition), then each knot and link has a com-
pletely specified length if the configuration is tight, i.e.,
is of the shortest length with the tubes undistorted and
non-overlapping. If tubes have uniform cross sections, as
can be approximately the case with magnetic or electric
flux tubes carrying quantized flux, or for a polymer or
even a piece of spaghetti, then the length of the tight
knot is proportional to the mass (or energy) of the knot.

∗This work is a contribution to “Numerical methods, simulations,
and computations in knot theory and its applications”, J. Calvo,
K. Millet, and E. Rawdon, eds., World Scientific, Singapore, 2004.
†Electronic address: roman.buniy@vanderbilt.edu
‡Electronic address: thomas.w.kephart@vanderbilt.edu

This, we claim, generates a universal mass (energy) spec-
trum for knotted/linked configurations of objects of this
type. The lengths of tight knots were not studied until
the mid-1990s [4], and only recently have accurate calcu-
lations of large numbers of tight knots [5] and links [6]
become available. These results now make it possible to
examine physical systems and compare them with the
knot spectrum. The first physical example studied was
tightly knotted DNA [4]. More recently, we have exam-
ined the glueball spectrum of QCD [7]. These particles [8]
are likely to be solitonic states [9] that are solutions to the
QCD field equations. While QCD will be our main focus
in this chapter, there are many more cases where tight
knots may play a role. We first proceed with an analysis
of flux tubes in plasma physics. The lack of controllable
quantum flux renders this case somewhat less interest-
ing than its generalization to QCD. We will not go into
any experimental details here, but we hope the experts
in the areas discussed will take our general perspective
into account when analyzing their data.

In order to decide if a system of flux tubes falls into
the universal class of having a tight knot energy spec-
trum, we must first investigate the time scales involved.
These are the lifetime of the soliton τs and the relax-
ation time τr necessary to reach the ground state of a
tight knot configuration. The soliton lifetime (or the
corresponding decay width Γs = 1/τs) can depend on
several factors. These include the effects of flux tube
breaking, rearrangement, and reconnection. The partial
width for flux tube breaking is non-zero if the produc-
tion of particle/anti-particle pairs is energetically possi-
ble, for example monopole/anti-monopole (MM̄) pairs or
color monopole/anti-monopole (MCM̄C) pairs for mag-
netic flux (or color magnetic flux) or quark/anti-quark
(qq̄) pairs for color electric flux tubes. The partial widths
can vary widely depending on the particle masses (e.g.,
mq ≪ M , so we expect qq̄ pairs to be easier to produce
than MM̄ pairs), interaction strengths (this, for instance,
enhances MM̄ pair production versus qq̄ pair produc-
tion), and boundary conditions (tube shape and length).
Rearrangement is a quantum effect where, for example, in
a double donut arrangement, the loops can tunnel free of
each other. Finally, reconnection is another effect where
tubes break and re-attach in a different configuration.
Such behavior has been seen in plasma physics, and is
of major importance in understanding a variety of astro-
physical systems. All these processes change topological
charge, and their partial widths compete more or less

Figure 2: The second shortest solitonic flux configuration is the trefoil knot 31 corresponding to the
second lightest glueball candidate f0(980).
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Figure 2: The second shortest solitonic flux configuration is the trefoil knot 31 corresponding to the
second lightest glueball candidate f0(980).
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The previous demonstration as 
made by Jason Cantarella, 

using his program “ridgerunner”.

http://www.math.uga.edu/~cantarel/

In the next frame we show
another Cantarella film,

contracting the knot 9_{42}.
This is the first chiral knot

that is undetected from its mirror
image by the Jones polynomial. 



9_{42}
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ADP-05-05/T615

A topological model of composite preons

Sundance O. Bilson-Thompson∗

Centre for the Subatomic Structure of Matter, Department of Physics,
University of Adelaide, Adelaide SA 5005, Australia

(Dated: October 27, 2006)

We describe a simple model, based on the preon model of Shupe and Harari, in which the binding
of preons is represented topologically. We then demonstrate a direct correspondence between this
model and much of the known phenomenology of the Standard Model. In particular we identify the
substructure of quarks, leptons and gauge bosons with elements of the braid group B3. Importantly,
the preonic objects of this model require fewer assumed properties than in the Shupe/Harari model,
yet more emergent quantities, such as helicity, hypercharge, and so on, are found. Simple topological
processes are identified with electroweak interactions and conservation laws. The objects which play
the role of preons in this model may occur as topological structures in a more comprehensive theory,
and may themselves be viewed as composite, being formed of truly fundamental sub-components,
representing exactly two levels of substructure within quarks and leptons.

PACS numbers: 12.60.Rc, 12.10.Dm

I. INTRODUCTION

The Standard Model (SM) provides an extremely suc-
cesful and simple means of classifying and understand-
ing the physical processes which fill the Universe. How-
ever the existence of many seemingly arbitrary features
hints at a more fundamental physical theory from which
the SM arises. Considering the successful series of ideas
leading through molecules, to atoms, nuclei, nucleons,
and quarks, it was perhaps inevitable that a model based
on compositeness of quarks and leptons would be devel-
oped. The first such was proposed by Pati and Salam [1]
in 1974, however it lacked any real explanatory power.
Pati and Salam gave the name preons to their hypo-
thetical constituent particles, and this name was grad-
ually adopted to refer to the sub-quark/sub-lepton par-
ticles of any model. Other notable preon models were
developed by several authors (e.g. [2]), but it is the so-
called Rishon Model, proposed simultaneously by Harari
and Shupe [3, 4] which will be of most interest to us
here. In Harari’s more commonly quoted terminology,
this model involves just two kinds of ‘rishons’, one car-
rying an electric charge of +e/3 where −e is the charge
on the electron, the other neutral. The rishons combine
into triplets, with the two “three-of-a-kind” triplets be-
ing interpreted as the νe and e+, and the permutations of
triplets with an “odd-man-out” being interpreted as the
different colours of quarks. Equivalent combinations can
be formed from the anti-rishons to create the remaining
fermions and anti-fermions, such as the e− and νe. Cer-
tain combinations of rishons and anti-rishons were also
suggested to correspond with gauge bosons.
The rishon model accounted for many aspects of the SM,
including the precise ratios of lepton and quark electric
charges, and the correspondence between fractional elec-
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tric charge and colour charge. Unfortunately, as origi-
nally proposed it also had several problems, including the
lack of a dynamical framework, and the lack of an expla-
nation as to why the ordering of rishons within triplets
should matter. A charge called “hypercolour” was pro-
posed to solve these problems [5]. The introduction of
hypercolour implied the existence of “hypergluons” and
some QCD-like confinement mechanism for the rishons.
Hence, the simplicity of the original model was reduced,
and many of the fundamental questions about particles
and interactions were simply moved to the realm of ris-
hons, yielding little obvious advantage over the SM. Fur-
thermore preon models were never able to adequately an-
swer several fundamental questions, such as how preons
confined at all length scales experimentally probed can
form very light composites (see e.g. [6] for an attempt to
address this issue).
This article presents an idea based on the original rishon
model (without hypercolour), which we call the Helon
Model. The reader should note the subtle yet important
distinction that this is not a preon model per se, based
upon point-like particles, but rather a preon-inspired
model, which may be realised as a topological feature
of some more comprehensive theory. For this reason we
do not believe that the objections levelled at the rishon
model and other preon models should be assumed, a pri-
ori, to be relevant to the helon model. A thorough in-
vestigation of such issues will be undertaken in subse-
quent work, however they are beyond the scope of the
current article. Here we simply present a pedagogical in-
troduction to the helon model, and describe how various
features of the standard model emerge from it.

II. THE HELON MODEL

Let us now introduce our topologically-based toy
model of quarks, leptons, and gauge bosons. It is conve-
nient to represent the most fundamental objects in this
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FIG. 1: The fermions formed by adding zero, one, two or
three charges to a neutral braid. Charged fermions come in
two handedness states each, while ν and ν come in only one
each. (3) denotes that there are three possible permutations,
identified as the quark colours. The bands at top and bottom
represent the binding of helons.

formed. Thus if we assign a quantity β = +1 to braids
and β = −1 to anti-braids, NB =

∑

β is conserved in
splitting and joining operations (where the sum is taken
over all braids and anti-braids present). These proper-
ties are reminiscent of the relationship between particles
and anti-particles, and so it is natural to use the top-to-
bottom mirroring of braids as a model for particle–anti-
particle interchange, or C inversion. In addition, given
any element of Bn, its left-to-right mirror image may
be formed. We will call these the left-handed and right-
handed forms of a braid. It seems natural to equate these
with particles and anti-particles having positive and neg-
ative helicity. From the discussion above, all fermions
and their anti-particles are represented by braids which
are elements of B3.
Let us construct the first-generation fermions with pos-
itive charge as shown on the right of Figure 1 (we are
using a basic braid, like that used to plait hair, for illus-
trative purposes, however an arbitrary number of cross-
ings is possible). This yields the positron, up quark,
anti-down quark, and anti-neutrino. Now let us con-
struct the negatively-charged fermions by taking the
top-to-bottom mirror images of the positively charged
fermions. We have constructed the positively charged
fermions by adding positive charges (dees) to a right-
handed braid, and their anti-particles by adding negative
charges (dums) to a left-handed anti-braid. This deci-
sion was of course completely arbitrary. We can also add
dees to a left-handed braid and dums to a right-handed
anti-braid. If we do this, we create all the possible charge-
carrying braids in two different handedness states exactly
once, but following the same procedure for the uncharged
braids (i.e. neutrinos and anti-neutrinos) would mean du-
plicating them, since this second pair of neutral leptons is
identical to the first pair, rotated through ±π. In other
words, to avoid double-counting we can only construct
the (anti-)neutrino in a (right-)left-handed form, while
all the other fermions come in both left- and right-handed
forms. This pleasing result is a direct consequence of the
fact that we construct the neutrino and anti-neutrino

FIG. 2: A representation of the decay µ → νµ+e−+νe, show-
ing how the substructure of fermions and bosons demands
that charged leptons decay to neutrinos of the same genera-
tion.

from the same sub-components (by contrast the rishon
model used neutral rishons for the νe and neutral anti-
rishons for the νe).
If we perform C and P operations on any braid (except
a ν or ν, on which we cannot perform P) we obtain the
braid diagonally opposite it in Figure 1. We may define a
further operation which consists of rotating a braid clock-
wise or anti-clockwise through π, and reversing the sign
of all charges. This operation will be called T, and we
note that performing C, P, and T in any order on a braid
leaves that braid unchanged.
Having constructed the quarks and leptons, we now turn
our attention to their interactions via the electroweak
and colour forces.
The Electroweak Interaction We shall begin by con-
structing the bosons of the electroweak interaction, γ,
W+, W−, and Z0. The W+ and W− may be regarded
as a triplet of H+s and a triplet of H−s respectively. We
can create neutral bosons from a triplet of similar helons
in two ways. One is as a triplet of untwisted helons, the
other as a triplet of “counter-twisted” helons (that is,
each helon carries explicit left-handed and right-handed
twists). We shall claim that the former is the photon,
the latter is the Z0 (we may also speculate that deform-
ing an untwisted helon into a counter-twisted helon, or
vice-versa, accounts for the Weinberg mixing between the
Z0 and the photon [14]). What sets bosons apart from
fermions (i.e. so that a γ is distinct from a neutrino,
and a W± is distinct from an e±) is that the strand per-
mutation induced by the braid that forms a boson is the
identity permutation. The simplest braid that fulfills this
criterion is the trivial braid, as in Fig. 3.
All interactions between helons can be viewed as cutting
or joining operations, in which twists (tweedles) may be
exchanged between helons. These operations define ba-
sic vertices for helon interactions. By combining three
of these basic helon vertices in parallel we construct the
basic vertices of the electroweak interaction (Figure 4).
Crossing symmetries of the helon vertices automatically
imply the usual crossing symmetries for the electroweak
vertices.
We can represent higher generation fermions by allow-
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do, was find the momentum variables and replace them by , but I couldn't find

a momentum variable, as there wasn't any.

The character of quantum mechanics of the day was to write things in the famous

Hamiltonian way - in the form of a differential equation, which described how the wave

function changes from instant to instant, and in terms of an operator, H. If the classical

physics could be reduced to a Hamiltonian form, everything was all right. Now, least

action does not imply a Hamiltonian form if the action is a function of anything more than

positions and velocities at the same moment. If the action is of the form of the integral of

a function, (usually called the Lagrangian) of the velocities and positions at the same time

then you can start with the Lagrangian and then create a Hamiltonian and work out the

quantum mechanics, more or less uniquely. But this thing (1) involves the key variables,

positions, at two different times and therefore, it was not obvious what to do to make the

quantum-mechanical analogue.

I tried - I would struggle in various ways. One of them was this; if I had harmonic

oscillators interacting with a delay in time, I could work out what the normal modes were

and guess that the quantum theory of the normal modes was the same as for simple

oscillators and kind of work my way back in terms of the original variables. I succeeded in

doing that, but I hoped then to generalize to other than a harmonic oscillator, but I

learned to my regret something, which many people have learned. The harmonic oscillator

is too simple; very often you can work out what it should do in quantum theory without

getting much of a clue as to how to generalize your results to other systems.

So that didn't help me very much, but when I was struggling with this problem, I went to

a beer party in the Nassau Tavern in Princeton. There was a gentleman, newly arrived

from Europe (Herbert Jehle) who came and sat next to me. Europeans are much more

serious than we are in America because they think that a good place to discuss intellectual

matters is a beer party. So, he sat by me and asked, "what are you doing" and so on,

and I said, "I'm drinking beer." Then I realized that he wanted to know what work I was

doing and I told him I was struggling with this problem, and I simply turned to him and

said, "listen, do you know any way of doing quantum mechanics, starting with action -

where the action integral comes into the quantum mechanics?" "No", he said, "but Dirac

has a paper in which the Lagrangian, at least, comes into quantum mechanics. I will show

it to you tomorrow."

Next day we went to the Princeton Library, they have little rooms on the side to discuss

things, and he showed me this paper. What Dirac said was the following: There is in

quantum mechanics a very important quantity which carries the wave function from one

time to another, besides the differential equation but equivalent to it, a kind of a kernal,

which we might call K(x', x), which carries the wave function j(x) known at time t, to the

wave function j(x') at time, t+e Dirac points out that this function K was analogous to the

quantity in classical mechanics that you would calculate if you took the exponential of ie,

multiplied by the Lagrangian  imagining that these two positions x,x' corresponded

t and t+e. In other words,

Professor Jehle showed me this, I read it, he explained it to me, and I said, "what does

he mean, they are analogous; what does that mean, analogous? What is the use of that?"

He said, "you Americans! You always want to find a use for everything!" I said, that I

thought that Dirac must mean that they were equal. "No", he explained, "he doesn't mean

they are equal." "Well", I said, "let's see what happens if we make them equal."

So I simply put them equal, taking the simplest example where the Lagrangian is !Mx2 -

V(x) but soon found I had to put a constant of proportionality A in, suitably adjusted.

When I substituted  for K to get

and just calculated things out by Taylor series expansion, out came the Schrödinger

equation. So, I turned to Professor Jehle, not really understanding, and said, "well, you

see Professor Dirac meant that they were proportional." Professor Jehle's eyes were

bugging out - he had taken out a little notebook and was rapidly copying it down from the

blackboard, and said, "no, no, this is an important discovery. You Americans are always

trying to find out how something can be used. That's a good way to discover things!" So,

I thought I was finding out what Dirac meant, but, as a matter of fact, had made the

discovery that what Dirac thought was analogous, was, in fact, equal. I had then, at least,

the connection between the Lagrangian and quantum mechanics, but still with wave

functions and infinitesimal times.

L = Kinetic Energy - Potential Energy

Classical Mechanics: Extremize Integral of L over the 
paths from A to B.
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There are many pointers to the correct nature of Feynman’s approach via path integra-
tion. Perhaps the most convincing evidence is Feynman’s original calculation showing that
the path integration process yields a solution to Schrödinger’s equation. His calculation
goes as follows: Let � be a small increment of time. Then the path integral formula tells us
that
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He then argues that “only values of ✏ close to zero will contribute to the integral, because,
for small �, other values of ✏ make the exponential oscillate so rapidly that there will arise
little contribution to the integral.” [15] (p. 29 ). Then, taking ✏ small, he expands ⌃(x, t+�)
in a Taylor series around ✏ = 0, uses the values of Gaussian integrals such as

� �

⇥�
e⇥Kx2

dx =
⇤

⇧

K
,

and � �

⇥�
x2e⇥Kx2

dx =
1

2K

⇤
⇧

K
.

and finds Schrödinger’s equation in the form

⌃(x, t) + �⌦⌃(x, t)/⌦t = ⌃(x, t)⇥ i�

� V (x)⌃(x, t) +
�i�

2m
⌦2⌃/⌦x2.

See [15] (p. 29-30). We give more details in the next paragraph.

The Taylor expansion is

⌃(x, t + �) =
e
�i⌥V (x)

�
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�
e

im⌃2
�2⌥ [⌃(x, t) + ✏

⌦⌃(x, t)
⌦x

+
✏2

2
⌦2⌃(x, t)

⌦x2
+ · · · ]d✏.

Now use the Gaussian integrals
� �

⇥�
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im⌃2
�2⌥ d✏ =

⇤
2⇧��i

m
,

and � �

⇥�
✏2e

im⌃2
�2⌥ d✏ =

⇤
2⇧��i

m

��i

m
.

This rewrites the Taylor series as follows.

⌃(x, t + �) =

⇥
2⌃�⌥i

m

A
e
�i⌥V (x)

� [⌃(x, t) +
��i

2m

⌦2⌃

⌦x2
+ O(x2)].

Taking

A(�) =
⇤

2⇧��i

m
,

we get

⌃(x, t) + �⌦⌃(x, t)/⌦t = ⌃(x, t)⇥ i�

� V (x)⌃(x, t) +
�i�

2m
⌦2⌃/⌦x2.

Hence ⌃(x, t) satisfies the Schrödinger equation.



Witten’s Integral

Figure 5 — Calculating Lie Algebra Weights

3 Vassiliev Invariants and Witten’s Functional

Integral

In [49] Edward Witten proposed a formulation of a class of 3-manifold in-
variants as generalized Feynman integrals taking the form Z(M) where

Z(M) =
∫

DAe(ik/4π)S(M,A).

Here M denotes a 3-manifold without boundary and A is a gauge field (also
called a gauge potential or gauge connection) defined on M . The gauge field
is a one-form on a trivial G-bundle over M with values in a representation of
the Lie algebra of G. The group G corresponding to this Lie algebra is said
to be the gauge group. In this integral the action S(M, A) is taken to be
the integral over M of the trace of the Chern-Simons three-form A ∧ dA +
(2/3)A ∧ A ∧ A. (The product is the wedge product of differential forms.)

Z(M) integrates over all gauge fields modulo gauge equivalence (See [3]
for a discussion of the definition and meaning of gauge equivalence.)

The formalism and internal logic of Witten’s integral supports the exis-
tence of a large class of topological invariants of 3-manifolds and associated

9



invariants of knots and links in these manifolds.

The invariants associated with this integral have been given rigorous com-
binatorial descriptions [38],[45],[28],[33], [47],[24], but questions and conjec-
tures arising from the integral formulation are still outstanding. (See for
example [4], [11],[13], [14],[39], [40].) Specific conjectures about this integral
take the form of just how it implicates invariants of links and 3-manifolds,
and how these invariants behave in certain limits of the coupling constant
k in the integral. Many conjectures of this sort can be verified through the
combinatorial models. On the other hand, the really outstanding conjecture
about the integral is that it exists! At the present time there is no measure
theory or generalization of measure theory that supports it. Here is a formal
structure of great beauty. It is also a structure whose consequences can be
verified by a remarkable variety of alternative means.

We now look at the formalism of the Witten integral in more detail and
see how it implicates invariants of knots and links corresponding to each
classical Lie algebra. In order to accomplish this task, we need to introduce
the Wilson loop. The Wilson loop is an exponentiated version of integrating
the gauge field along a loop K in three space that we take to be an embedding
(knot) or a curve with transversal self-intersections. For this discussion, the
Wilson loop will be denoted by the notation WK(A) =< K|A > to denote
the dependence on the loop K and the field A. It is usually indicated by the

symbolism tr(Pe
∮

K
A) . Thus

WK(A) =< K|A >= tr(Pe
∮

K
A).

Here the P denotes path ordered integration - we are integrating and expo-
nentiating matrix valued functions, and so must keep track of the order of
the operations. The symbol tr denotes the trace of the resulting matrix.

With the help of the Wilson loop functional on knots and links, Witten
writes down a functional integral for link invariants in a 3-manifold M :

Z(M, K) =
∫

DAe(ik/4π)S(M,A)tr(Pe
∮

K
A)

=
∫

DAe(ik/4π)S < K|A > .
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tr(Pexp(
∫

K A)) . Thus

WK(A) =< K|A >= tr(Pexp(

∫

K

A)).

Here the P denotes path ordered integration - we are integrating and exponentiating matrix
valued functions, and so must keep track of the order of the operations. The symbol tr
denotes the trace of the resulting matrix.

With the help of the Wilson loop functional on knots and links, Witten writes down a
functional integral for link invariants in a 3-manifold M :

Z(M, K) =

∫

dAexp[(ik/4π)S(M, A)]tr(Pexp(

∫

K

A))

=

∫

dAexp[(ik/4π)S] < K|A > .

Here S(M, A) is the Chern-Simons Lagrangian, as in the previous discussion.
We abbreviate S(M, A) as S and write < K|A > for the Wilson loop. Unless otherwise

mentioned, the manifold M will be the three-dimensional sphere S3

An analysis of the formalism of this functional integral reveals quite a bit about its
role in knot theory. This analysis depends upon key facts relating the curvature of the
gauge field to both the Wilson loop and the Chern-Simons Lagrangian. The idea for using
the curvature in this way is due to Lee Smolin [140, 141] (See also [129]). To this end,
let us recall the local coordinate structure of the gauge field A(x), where x is a point in
three-space. We can write A(x) = Ak

a(x)T adxk where the index a ranges from 1 to m with
the Lie algebra basis {T 1, T 2, T 3, ..., Tm}. The index k goes from 1 to 3. For each choice
of a and k, Ak

a(x) is a smooth function defined on three-space. In A(x) we sum over the
values of repeated indices. The Lie algebra generators T a are matrices corresponding to a
given representation of the Lie algebra of the gauge group G. We assume some properties
of these matrices as follows:

1. [T a, T b] = ifabcT c where [x, y] = xy − yx , and fabc (the matrix of structure constants)
is totally antisymmetric. There is summation over repeated indices.

2. tr(T aT b) = δab/2 where δab is the Kronecker delta (δab = 1 if a = b and zero otherwise).

We also assume some facts about curvature. (The reader may enjoy comparing with the
exposition in [64]. But note the difference of conventions on the use of i in the Wilson loops
and curvature definitions.) The first fact is the relation of Wilson loops and curvature for
small loops:

Fact 1. The result of evaluating a Wilson loop about a very small planar circle around a
point x is proportional to the area enclosed by this circle times the corresponding value of
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The gauge field is a Lie-algebra valued
one-form on 3-space.

The next slide discusses the nature of the 
Wilson Loop.



the curvature tensor of the gauge field evaluated at x. The curvature tensor is written

F rs
a (x)T adxrdys.

It is the local coordinate expression of AdA + AA.

Application of Fact 1. Consider a given Wilson line < K|S >. Ask how its value will
change if it is deformed infinitesimally in the neighborhood of a point x on the line. Ap-
proximate the change according to Fact 1, and regard the point x as the place of curvature
evaluation. Let δ < K|A > denote the change in the value of the line. δ < K|A > is given
by the formula

δ < K|A >= dxrdxsF
rs
a (x)T a < K|A > .

This is the first order approximation to the change in the Wilson line.

In this formula it is understood that the Lie algebra matrices T a are to be inserted into
the Wilson line at the point x, and that we are summing over repeated indices. This means
that each T a < K|A > is a new Wilson line obtained from the original line < K|A > by
leaving the form of the loop unchanged, but inserting the matrix T a into that loop at the
point x. A Lie algebra generator is diagrammed by a little box with a single index line and
two input/output lines which correspond to its role as a matrix (hence as mappings of a
vector space to itself). See Figure 26.

V V
T a a

K

A

W   (A) = <K|A> = tr(Pe        )K
A

K

(1 + A   (x)T  dx   )a i
i a

x ε K

=

a
T  <K|A>a

aT W
a

W=

Figure 26 - Wilson Loop Insertion
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Think of a vector on the knot. As the base of the vector 
moves by dx the vector changes to (I + A)v.  This is

the analog of parallel translation.  The gauge field is a 
connection!



This diagram defines a symbol for dx   .k

It shows the formula for differentiating a Wilson loop.

F

ε

i j

k

= ijk δ/δ A  (x)
k
a

=

a

k

= curvature tensor

Chern - Simons Lagrangian

= dx k

k

W = W

Wδ = W

F

Figure 27 - Notation
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Figure 27 - Notation
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Curvature is
dA + A^A.

The Chern-Simons Lagrangian is
L =  A^dA + (2/3)A^A^A.

Differentiating  L with respect to A 
yields curvature.

(But you have to do it in detail to really see this.)



Figure 6 — Lie algebra and Curvature Tensor insertion into the

Wilson Loop

=
∏

x∈K

(1 + Aa
k(x)Tadxk).

It is understood that a product of matrices around a closed loop connotes
the trace of the product. The ordering is forced by the one dimensional
nature of the loop. Insertion of a given matrix into this product at a point
on the loop is then a well-defined concept. If T is a given matrix then it is
understood that T < K|A > denotes the insertion of T into some point of
the loop. In the case above, it is understood from context in the formula that
the insertion is to be performed at the point x indicated in the argument of
the curvature.

Remark. The previous remark implies the following formula for the varia-
tion of the Wilson loop with respect to the gauge field:

δ < K|A > /δ(Aa
k(x)) = dxkTa < K|A > .

Varying the Wilson loop with respect to the gauge field results in the in-
sertion of an infinitesimal Lie algebra element into the loop. Figure 7 gives
a diagrammatic form for this formula. In that Figure we use a capital D
with up and down legs to denote the derivative δ/δ(Aa

k(x)). Insertions in the

13

By an interesting calculation,
one finds that if you change the loop by a small amount,

then the Wilson loop changes by an insertion of
Lie algebra coupled with the curvature tensor.

This is just like classical differential geometry 
where parallel translation around a small loop

measures curvature.



Figure 6 — Lie algebra and Curvature Tensor insertion into the

Wilson Loop

=
∏

x∈K

(1 + Aa
k(x)Tadxk).

It is understood that a product of matrices around a closed loop connotes
the trace of the product. The ordering is forced by the one dimensional
nature of the loop. Insertion of a given matrix into this product at a point
on the loop is then a well-defined concept. If T is a given matrix then it is
understood that T < K|A > denotes the insertion of T into some point of
the loop. In the case above, it is understood from context in the formula that
the insertion is to be performed at the point x indicated in the argument of
the curvature.

Remark. The previous remark implies the following formula for the varia-
tion of the Wilson loop with respect to the gauge field:

δ < K|A > /δ(Aa
k(x)) = dxkTa < K|A > .

Varying the Wilson loop with respect to the gauge field results in the in-
sertion of an infinitesimal Lie algebra element into the loop. Figure 7 gives
a diagrammatic form for this formula. In that Figure we use a capital D
with up and down legs to denote the derivative δ/δ(Aa

k(x)). Insertions in the

13

Curvature enters in when one evaluates the varying 
Wilson loop.



We can put all these facts together
and find out how Witten’s Integral
behaves when we vary the loop.

The next slide tells this story 
in Diagrams.
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Figure 28 - Derivation

In Figure 29 we show the application of the calculation in Figure 28 to the case of
switching a crossing. The same formula applies, with a different interpretation, to the case
where x is a double point of transversal self-intersection of a loop K, and the deformation
consists in shifting one of the crossing segments perpendicularly to the plane of intersection
so that the self-intersection point disappears. In this case, one T a is inserted into each of
the transversal crossing segments so that T aT a < K|A > denotes a Wilson loop with a
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In Figure 29 we show the application of the calculation in Figure 28 to the case of
switching a crossing. The same formula applies, with a different interpretation, to the case
where x is a double point of transversal self-intersection of a loop K, and the deformation
consists in shifting one of the crossing segments perpendicularly to the plane of intersection
so that the self-intersection point disappears. In this case, one T a is inserted into each of
the transversal crossing segments so that T aT a < K|A > denotes a Wilson loop with a
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In Figure 29 we show the application of the calculation in Figure 28 to the case of
switching a crossing. The same formula applies, with a different interpretation, to the case
where x is a double point of transversal self-intersection of a loop K, and the deformation
consists in shifting one of the crossing segments perpendicularly to the plane of intersection
so that the self-intersection point disappears. In this case, one T a is inserted into each of
the transversal crossing segments so that T aT a < K|A > denotes a Wilson loop with a
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When you vary the loop, 
Witten’s integral changes by 

the appearance of the volume form

and a double Lie algebra insertion.
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In Figure 29 we show the application of the calculation in Figure 28 to the case of
switching a crossing. The same formula applies, with a different interpretation, to the case
where x is a double point of transversal self-intersection of a loop K, and the deformation
consists in shifting one of the crossing segments perpendicularly to the plane of intersection
so that the self-intersection point disappears. In this case, one T a is inserted into each of
the transversal crossing segments so that T aT a < K|A > denotes a Wilson loop with a
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There will be no change if the the 
volume form is zero.

This can happen if the loop deformation
does not create volume.
That is the case for the 

second and third Reidemeister moves
since they are “planar”.

Hence we have shown (heuristically) that 
Z       is an invariant of  “regular isotopy”

just like the bracket polynomial.
K



Figure 10 — The Difference Formula

3.1 The Loop Transform

Suppose that ψ(A) is a (complex valued) function defined on gauge fields.
Then we define formally the loop transform ψ̂(K), a function on embedded
loops in three dimensional space, by the formula

ψ̂(K) =
∫

DAψ(A)WK(A).

If ∆ is a differential operator defined on ψ(A), then we can use this integral
transform to shift the effect of ∆ to an operator on loops via integration by
parts:

∆̂ψ(K) =
∫

DA∆ψ(A)WK(A)

= −
∫

DAψ(A)∆WK(A).

When ∆ is applied to the Wilson loop the result can be an understandable
geometric or topological operation. In Figures 11, 12 and 13 we illustrate
this situation with diagrammatically defined operators G and H.

19

This is what happens when you 
switch crossings.

You get a “skein relation”
involving Lie algebra insertions.

This formula leads directly to the subject of Vassiliev 
invariants, but we will not discuss that in this talk.



Figure 11— The Loop Transform and Operators G and H

21

The Loop Transform: Start with a function defined on
gauge fields. Integrate it against a Wilson loop

and get a function defined on knots.
Transform differential operations from

the category of functions on gauge fields to 
the category of functions on knots.



Figure 12 — The Diffeomorphism Constraint
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Figure 11— The Loop Transform and Operators G and H

21

This differential operator occurs in the loop 
quantum gravity theory of Ashtekar, Rovelli 

and Smolin.

Its transform is the geometric variation of the loop!



The loop transform enabled 
Ashtekar, Rovelli and Smolin to

see that the exponentiated 
Chern-Simons Lagrangian could be seen

as a state of quantum gravity
and 

that knots are fundamental
to this approach to a theory of 

quantum gravity.
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FIGURE 7. Exchange Identity for Vassiliev Invariants

The upshot of this Lemma is that Vassiliev invariants of type k are intimately involved
with certain abstract evaluations of graphs with k nodes. In fact, there are restrictions (the
four-term relations) on these evaluations demanded by the topology and it follows from re-
sults of Kontsevich [4] that such abstract evaluations actually determine the invariants. The
knot invariants derived from classical Lie algebras are all built from Vassiliev invariants of
finite type. All of this is directly related to Witten’s functional integral [41].

In the next few figures we illustrate some of these main points. In Figure 8 we show
how one associates a so-called chord diagram to represent the abstract graph associated
with an embedded graph. The chord diagram is a circle with arcs connecting those points
on the circle that are welded to form the corresponding graph. In Figure 9 we illustrate
how the four-term relation is a consequence of topological invariance. Figure 9 is the most
important part of the connection of the topology and the algebra for Vassiliev invariants.

Look closely at this figure. The top of the figure illustrates a simple topological equiv-
alence related to the rigid vertex. Two segments (parts of a larger diagram) cross to form
a vertex. On the left-hand side of the equality a loop passes under all parts of the crossing
segments. On the right-hand side of the equality the loop passes over all parts of the cross-
ing segments. The two figures (left and right) are topologically equivalent as they stand,
and if they appear inside any larger diagram that has the same local appearance as these
figures. The equivalence is obtained by contracting the loop from under the crossing and
then expanding it above the crossing, going from the left part of the equality to the right
part of the equality. But there is another way to go from the under-crossing diagram to the
over-crossing diagram. This second way is given in detail by the four equations that are
grouped in the next part of Figure 9. The first equation begins with our familiar left-side
diagram and subtracts the result of switching a single crossing. The result (since we are
evaluating Vassiliev invariants) is the new diagram on the right with the switched crossing
replaced by a node. Thus the diagram on the right has two nodes. We repeat this procedure
four times, each time switching one more crossing and arranging the equations so that the
last equation involves the right-hand diagram where the loop is entirely above the cross-
ing. Adding these four equations together yields complete cancellation of the sum of their
left-sides, and we obtain the boxed equation of diagrams with two nodes each. This is the
embedded four-term relation. In the embedded four-term relation we see a central node
and four neighboring nodes. The neighbors fall into pairs to the left and to the right of the

Knots, Links and Lie Algebras
Vassiliev Invariants
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FIGURE 8. Chord Diagrams.

FIGURE 9. The Four Term Relation from Topology

central node. From the embedded four-term relation we go directly to the abstract four-
term relation shown directly below it in the chord diagram language. It is a good exercise
to make this translation yourself. The abstract four term relation exhibits neighbor rela-
tions among crossings in a direct way with one neighbor difference on the left-hand side
of the equation, and another neighbor difference on the right-hand side of the equation.

Skein Identity

Chord Diagram
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FIGURE 8. Chord Diagrams.

FIGURE 9. The Four Term Relation from Topology

central node. From the embedded four-term relation we go directly to the abstract four-
term relation shown directly below it in the chord diagram language. It is a good exercise
to make this translation yourself. The abstract four term relation exhibits neighbor rela-
tions among crossings in a direct way with one neighbor difference on the left-hand side
of the equation, and another neighbor difference on the right-hand side of the equation.

Four-Term Relation From Topology
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FIGURE 10. The Four Term Relation from Categorical Lie Algebra.

a b

a  b

a b

 -a  b
a

a a

b

b b

c

c c
a  b

(a  b)  c 

a  c (a  c)  b
b  c

a  (b  c)

- =

(a  b)  c   -  (a  c)  b = a  (b  c)
Hence
(a  b)  c + b  (a  c) = a  (b  c).

FIGURE 11. The Jacobi Identity.

Four Term Relation from Lie Algebra
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FIGURE 12. Calculating Lie Algebra Weights.

In Figure 10 we show how the four term relation is a consequence of the abstract
pattern of the commutator identity for a matrix Lie algebra. Here we assume that the Lie
algebra is generated by a set of matrices T a where a = 1, 2, · · · , m. Usually, one takes
these matrices to be linearly independent over the ground field (say the complex numbers)
for the algebra and assumes that the Lie product is the commutator [A,B] = AB⇥BA of
matrix products. Closure, for this Lie algebra basis, is given by the formula

T aT b ⇥ T bT a =
�

c

fab
c T c

stating that the commutator of the matrices T a and T b is equal to a sum of the matrices T c

with coefficients (the structure coefficients of the Lie algebra) fab
c . Such a relation is the

most concrete way to define a matrix Lie algebra. For simplicity, we assume that fab
c is

invariant under cyclic permutation of its indices.

In Figure 10, we show how this closure formula is directly related to the four-term
relation. The fit that is illustrated in Figure 10 depends upon enlarging the category of chord
diagrams to include trivalent vertices so that this form of the commutator identity (soon to
be seen as the Jacobi identity in disquise!) can be expressed. We shall content ourselves
with this matrix point of view here, and we will assume that the structure coefficients are
invariant under cyclic permutation, as assumption that is not needed in the general case.
Note how the derivation at the bottom of Figure 10 works: We take the left-hand side
of the four-term relation and see within it the difference between two chord-ends and the
transposition of these ends. We interpret this as the pattern of a commutator and replace
by the trivalent vertex that represents the structure constants for the Lie algebra. Then this
trivalent vertex is seen diagrammatically (by invariance under cyclic permutation) to open
up to another difference that is exactly the right-hand side of the four-term relation. In a Lie
algebraic category of diagrams, the four-term relation is inevitable. Lie algebra patterns
are lurking just beneath the surface of the Reidemeister moves.

There are other levels of abstraction that can be employed here. The same diagrams
that we just intepreted as a commutator equation can be interpreted directly in terms of the
Jacobi identity that defines a Lie algebra. The four term relation is directly related to a
categorical generalisation of Lie algebras. There is insight to be gained from the general
definition of a Lie algebra and so we digress in the next paragraph on that point.
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FIGURE 10. The Four Term Relation from Categorical Lie Algebra.
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The Jacobi Identity



Lie algebras and Knots are linked 
through the Jacobi Identity.

This is part of a mysterious 
connection 

whose roots we do not yet fully 
understand.




